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Abstract

Unmanned Aerial Vehicle (UAV) networks have been widely used in both military and civilian scenarios. When users are interested
in the statistical information of the historical sensory data in a certain region during a certain time period, they will send an
aggregation query request with a spatial-temporal constraint to target UAVs which store the qualified data. Then, the target UAVs
will return the query results to users. Meanwhile, the query results can be aggregated within the network during transmission to save
energy and bandwidth resources, which are typically scarce in UAV networks. However, due to the unique characteristics of UAV
networks, it is difficult to perform efficient in-network aggregation of query results without the sacrifice of the user query delay. To
the best of our knowledge, there is no research on spatial-temporal range aggregation query in UAV networks. In this paper, we
propose an Efficient Spatial-Temporal range Aggregation query processing (ESTA) algorithm for UAV networks. First, a topology
change graph is constructed based on the pre-planned trajectory information. Meanwhile, an efficient shortest path algorithm is
proposed to obtain the user query delay. Then, on the basis of ensuring the user query delay, ESTA transforms the aggregation
processing of query results into recursively solving the set cover problem, thereby constructing a spatial-temporal aggregation
tree (STAT), based on which an efficient in-network aggregation routing path for query results can be found. Through extensive
simulation, we demonstrate that ESTA can save more than 50% of the energy consumption compared with the baseline algorithm.

Keywords:
UAV networks, query processing, spatial-temporal query, spatial-temporal aggregation tree.

1. Introduction

Over the past few decades, with the rapid development of
sensors, navigation systems and wireless communication tech-
nologies, Unmanned Aerial Vehicles (UAVs) achieve signifi-
cant performance improvements. Moreover, due to the low
cost, flexible deployment and simple operation, they have been
widely used in both military and civilian scenarios, such as mil-
itary reconnaissance, border patrol, disaster response, farmland
monitoring, etc [1].

In the most UAV application scenarios, numerous UAVs of-
ten form a multi-hop UAV network to cooperate with each
other in order to efficiently collect data and complete missions.
The multi-hop UAV network can be regarded as a distributed
database, in which each UAV stores and carries a large amount
of sensory data with spatial and temporal labels [2, 3]. When
users are interested in the sensory data in a certain region during
a certain time period, they will send a query request with the
specific spatial-temporal constraint to each target UAV which
stores the qualified data. When target UAVs receive the query
request, they will search their respective locally stored sensory
data and then return the data satisfying the spatial-temporal
constraint to the ground station.

∗Corresponding author, Email: liangliu@nuaa.edu.cn

However, UAVs are energy-constraint and the bandwidth re-
sources of UAV networks are typically scarce [4, 5], so the cost
of sending the raw data of all query results back to the ground
station is very expensive. Moreover, in many practical situa-
tions, users are only interested in the statistical information of
the data, rather than all the specific information [6]. For in-
stance, in the forest fire monitoring, users want to know the
maximum temperature in the region r1 during the time period
between t1 and t2. In this case, it is not necessary to return all
qualified data to the ground station, which will waste a lot of
energy and bandwidth resources.

Data aggregation [7] is a promising technology to solve this
problem. It is a form of in-network processing that utilizes var-
ious aggregation techniques to combine, abstract or compress
raw data at intermediate nodes within the network [8]. For ex-
ample, the raw data can be abstracted as mean, maximum, min-
imum, median and summary as needed. Through data aggrega-
tion, the ground station does not need to receive all the query
results from target UAVs. The query results can be first aggre-
gated at the intermediate nodes as needed, and then the aggre-
gated data will be routed to the ground station. Therefore, data
aggregation can effectively eliminate redundancy, extract useful
information, and reduce the number and data size of transmis-
sions, thereby reducing energy and bandwidth consumption.

Due to its high efficiency, data aggregation has attracted great
attention from researchers in recent years [9–11]. However,
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most of them [12–14] focus on data aggregation in static wire-
less sensor networks (WSNs), rather than that in dynamic UAV
networks. To the best of our knowledge, there is no research
on spatial-temporal range aggregation query in UAV networks.
Compared with conventional static WSNs, UAV networks have
many unique characteristics, such as high mobility, sparse dis-
tribution, intermittent connectivity, unstable link quality and
store-carry-forward (SCF) mechanism, which make the spatial-
temporal range aggregation query in UAV networks faces the
following challenges. First, due to the high dynamic of topol-
ogy and intermittent connectivity of communications, it is diffi-
cult to find an efficient in-network aggregation routing for query
results. In addition, what users most care about is the user query
delay (i.e., the delay from sending the query request to receiv-
ing the query result), rather than how data is transmitted within
the network [15]. Therefore, how to aggregate data effectively
to reduce data communication and energy consumption without
sacrificing the user query delay is a great challenge.

To overcome the above issues, in this paper, we propose an
Efficient Spatial-Temporal range Aggregation query processing
(ESTA) algorithm for UAV networks. The main idea of this pa-
per is to aggregate query results during transmission as soon as
possible to reduce energy and bandwidth consumption on the
basis of ensuring the user query delay. First, ESTA utilizes the
pre-planned trajectory information of UAVs to determine tar-
get UAVs. Meanwhile, the topology change graph (TCG) is
constructed in order to reflect the communication windows be-
tween UAVs. According to the constructed TCG, an efficient
shortest path algorithm is proposed, based on which the user
query delay can be obtained. Then, we transform the aggrega-
tion processing of query results into recursively solving the set
cover problem, thus constructing a spatial-temporal aggregation
tree (STAT), based on which an efficient in-network aggrega-
tion routing path for query results can be found. In STAT, the
root node is the ground station, and except for the leaf nodes,
each node will aggregate query results of all its child nodes, and
then forward the aggregated results to its parent node. The main
contributions of this paper are as follows:

• We propose an Efficient Spatial-Temporal range Aggre-
gation query processing (ESTA) algorithm for UAV net-
works, which can find an efficient in-network aggregation
path for target UAVs without the sacrifice of the user query
delay. As we all know, we are the first to study the spatial-
temporal range aggregation query in UAV networks.

• We conduct extensive simulations on the Opportunistic
Network Environment (ONE) simulator [16]. The exper-
imental results show the superior performance of ESTA
compared with the baseline spatial-temporal range aggre-
gation query processing algorithm in terms of the query
delay and energy consumption.

The remainder of the paper is organized as follows. Section
2 summarizes the state-of-the-art in spatial-temporal range ag-
gregation query processing and routing protocols for UAV net-
works. The system model is introduced in Section 3. In Section
4, our proposed ESTA is described in detail. We provide the

performance evaluation of ESTA through extensive simulation
in Section 5, and conclude this paper in Section 6.

2. Related Work

In this section, we review related works in literature. First,
we introduce the latest progress of data aggregation processing
in static networks, since there is no such research in dynamic
UAV networks. Then, since the efficiency of spatial-temporal
range aggregation query processing relies on the design of the
routing protocol, we summarize the state-of-the-art routing pro-
tocols in UAV networks.

2.1. Data aggregation processing in static networks
Due to the practicability and efficiency of data aggregation

processing in energy and bandwidth conservation, it has at-
tracted great attention from researchers in recent years. How-
ever, the existing researches on data aggregation processing
mainly focus on static networks, which can be divided into tree-
based, cluster-based and machine learning-based data aggrega-
tion [17].

In tree-based data aggregation, all nodes are arranged in the
form of tree nodes. Except for leaf nodes, each node can act
as an aggregator to aggregate sensory data from its child nodes
and then transmit the aggregated data to its parent node up to the
root node [18]. The authors in [19] study the complex query in
Internet of Things (IoT). They combine the pruning ability and
aggregation cost to define aggregation gain, based on which a
data aggregation tree with minimum communication cost can
be constructed. Two new data aggregation models are proposed
in [9], based on which mixed-integer programming is exploited
to jointly optimize the energy consumption of data aggregation
and dissemination. The authors in [20] use integer linear pro-
gramming to define the trade-off between the energy consump-
tion and latency. Then based on heuristics, an aggregation tree
whose root is the destination can be constructed to aggregate
data, thereby reducing energy consumption and latency.

In cluster-based data aggregation, the network is divided into
multiple clusters. Each cluster has a head node, which is re-
sponsible for aggregating sensory data from nodes in the clus-
ter, and then delivering the aggregated data to the ground sta-
tion. The authors in [12] propose a two-layer cluster-based dis-
tributed data aggregation algorithm which takes clustering and
routing into consideration. The cluster-heads (CHs) are elected
based on the relative connectivity, distance to the ground sta-
tion and residual energy. Meanwhile, the fuzzy logic is utilized
to optimize the routing paths from the CHs to the ground sta-
tion. A multi-objective multi-attribute data aggregation scheme
is proposed in [14], which consists of five phases, that is, CHs
election, reliability measurement, data aggregation, schedul-
ing policy and routing selection. The authors in [21] propose
a cluster-based data aggregation scheme which utilizes priori-
tized channel access at CHs to minimize latency. Meanwhile, a
novel queuing model is used to consider the joint effects of data
scheduling and aggregation. The authors in [22] utilize com-
pressed sensing to construct a coefficient measurement matrix
from the network, which is used to assist in data aggregation.
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In addition, Machining Learning (ML) has been widely used
in data aggregation processing in WSNs. The authors in [23]
consider a novel data aggregation scenario with duty cycle. The
Markov decision process is used to co-optimize the duty cycle
and data aggregation to achieve a good trade-off between en-
ergy consumption, throughput and data consistency. The au-
thors in [24] utilize Q-learning, a reinforcement learning tech-
nique, to adaptively find the optimal aggregation routing. An
optimal routing aggregation tree is constructed, which consid-
ers residual energy, distance between nodes and link quality.
Moreover, the routing hole problem is also considered and then
solved.

However, compared with static networks, UAV networks
have many unique characteristics, such as high mobility, sparse
distribution, intermittent connectivity, unstable link quality and
store-carry-forward (SCF) mechanism. These characteristics
make the above-mentioned approaches that rely on stable topol-
ogy and constant connectivity inapplicable in UAV networks.
As far as we know, there is no research on spatial-temporal
range aggregation query processing in UAV networks.

2.2. Routing protocols in UAV networks

The spatial-temporal range aggregation query processing for
UAV networks depends on the design of routing protocols.
Therefore, we introduce the latest progress of energy optimiza-
tion in routing protocols in UAV networks, which can be di-
vided into topology-based and geographic routing protocols.

Topology-based routing protocols utilize network topology-
related information for message forwarding and delivery. The
authors in [25] transform the multicast energy minimization
problem in delay-constraint UAV networks into the problem of
solving the directed Steiner tree, thereby finding an efficient
multicast routing. Moreover, the transmission and receiving
energy are both considered when optimizing the transmission
scheme. In [26], the redundancy offered by the network topol-
ogy is exploited to make efficient routing decisions for energy
efficiency and balance. Furthermore, a novel and unique rout-
ing diagnostic and recovery mechanism is provided based on
the network topology redundancy.

Geographic routing protocols exploit local position informa-
tion instead of global topology information for routing deci-
sions. The pure idea is to forward packets to the neighbor
node which is nearest to the destination. The authors in [27]
adaptively utilize the position information, residual energy, and
the characteristics of energy consumption to make routing deci-
sions for better route recovery from routing holes. An improved
vision of geographic routing is proposed in [28], which takes
the position information, energy consumption and delivery de-
lay into consideration. Meanwhile, an energy-aware routing
tree is constructed which connects nodes on the shortest paths.
A destination-driven energy-efficient multicast tree is provided
in [29], which makes use of position information and energy
characteristic to assist multicast routing decisions. However,
due to the sparse distribution of nodes and intermittent con-
nectivity of communications, pure geographic routing protocols
sometimes are not efficient enough to cope with UAV networks.

In order to address the above challenges, a promising ap-
proach called store-carry-forward mechanism is proposed and
widely used due to its simplicity and effectiveness. A novel Q-
learning based multi-objective optimization routing protocol is
proposed in [30] which can dynamically adjust the Q-learning
parameters to adapt to the high dynamics of UAV networks. In
addition, the acquired knowledge can also be used to explore
and discover efficient routing paths to reduce energy consump-
tion and delay. Based on the position information, the authors
in [31] further take the prediction of trajectories and the load of
UAVs into consideration to optimize packet forwarding.

However, none of the existing energy-efficient routing pro-
tocols for UAV networks consider the data aggregation in the
aggregation query processing, which makes them inefficient
in spatial-temporal range aggregation query processing. Fur-
thermore, they do not fully utilize the trajectory information
and topology change information in UAV networks to optimize
routing.

3. System Model

3.1. Network Model

We consider the UAV network which consists of multiple
UAVs and a ground station. Without loss of generality, we ab-
stract the UAV network from the three-dimensional space into a
Euclidean space, ignoring the vertical space [32]. Furthermore,
in most application scenarios like military missions, the flight
trajectories of UAVs are pre-planned and can be obtained in ad-
vance through mission planning and path planning [3, 33, 34].
Even if UAVs re-plan the trajectories during the mission, their
trajectories can also be obtained by the ground station in ad-
vance through the out-of-band channel [35–37].

Each UAV flies along its respective pre-planned trajectory,
collects spatial-temporal sensory data and then stores it locally.
The ground station may send an aggregation query request with
a specific spatial-temporal constraint to target UAVs as needed,
denoted as Q = Request(T,R,D, A), where T is the time pe-
riod of the query, R is the target query region, D is the data
type of the query and A is the aggregation operation. For ex-
ample, if the ground station queries the maximum temperature
in the region r1 between t1 and t2, the query request can be
expressed as Q1 = Request([t1, t2], r1,T EMP,MAX). After re-
ceiving the query request, each target UAV will search its local
sensory data, perform the aggregation operation and return the
qualified data as its query result to the ground station. For in-
stance, each target UAV first searches its local sensory data on
temperature in r1 between t1 and t2. Then, it performs “MAX”
aggregation operation and uses the maximum temperature as its
aggregation query result.

Meanwhile, the computing resources of UAVs are relatively
abundant, however, the energy and bandwidth resources are rel-
atively scarce [4]. Moreover, in UAV networks, the cost of the
communication is multiple times that of the computation [5].
Therefore, in the spatial-temporal range aggregation query pro-
cessing, each UAV in the network can aggregate multiple re-
ceived query results, and then forward the aggregated result to
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the ground station. For instance, after a UAV receives query
results that contain the maximum temperature from multiple
UAVs, it will aggregate these query results and select the high-
est maximum temperature as the aggregated query result. For
convenience, in this paper, we assume that the packet size of
the query result of each target UAV and the aggregated result is
the same.

3.2. Topology Change Graph
After receiving the query requests, target UAVs will search

their respective local sensory data and then send the aggrega-
tion query results back to the ground station. Meanwhile, these
query results should be further aggregated within the network
during transmission to reduce the energy and bandwidth con-
sumption. However, due to the high dynamic of topology and
intermittent connectivity of communications in UAV networks,
it is difficult to find an efficient in-network aggregation routing
for query results. To solve the above problem, in this paper,
we build the topology change graph (TCG) based on the pre-
planned trajectories of UAVs in order to accurately reflect com-
munication windows between UAVs and topology changes of
the network.

The changes of the UAV network topology can be abstracted
into a topology change graph, which can be formalized as
TCG =< V, E >, where V is the set of UAVs in the network and
E represents communication links between UAVs. Based on the
pre-planned trajectories of UAVs, we can calculate the commu-
nication windows between UAVs. It is worth noting that due
to the high dynamic of topology, there may be multiple inter-
mittent connections and communications between two UAVs.
Without loss of generality, in this paper, we abstract them as a
continuous time period [3]. In other words, for each ei j ∈ E, it
can be formalized as a quadruple ei j =< ui, u j, t

i j
begin, t

i j
end >,

which represents that ui and u j can communicate with each
other between ti j

begin and ti j
end. For example, as Fig. 1 shows,

there are ten UAVs u1 ∼ u10 and a ground station g0. The
edges represent communication windows between UAVs, such
as UAV u1 and u4 can communicate with each other between 0s
and 2s, namely e14 =< u1, u4, 0s, 2s >.

4. ESTA

4.1. Architecture
Fig. 2 shows the architecture of ESTA. It consists of three

phases: target UAVs determination, query requests distribution
and query results aggregation.

4.1.1. Target UAVs Determination (Section 4.2)
When users are interested in the sensory data in a certain

region during a certain time period, the ground station first uses
the pre-planned trajectories of UAVs to determine target UAVs
which store and carry the qualified data.

4.1.2. Query Requests Distribution (Section 4.3)
After obtaining target UAVs, the ground station distributes

aggregation query requests to target UAVs based on a certain
query distribution routing protocol.

g0

u9

u6u5

u10u8

u4 u7

u2 u3u1

[6
,1
2
]

Figure 1: The topology change graph.

4.1.3. Query Results Aggregation (Section 4.4)
When target UAVs receive the query request, they search

their respective locally stored data, perform the aggregation
operation on sensory data satisfying the spatial-temporal con-
straint and then return the aggregation query results to the
ground station. Meanwhile, in order to reduce energy and band-
width consumption without sacrificing the user query delay, an
efficient spatial-temporal aggregation tree is constructed, based
on which the query results from different target UAVs can be
further aggregated at the intermediate nodes during transmis-
sion.

Users The ground station Target UAVs

Query Task Start

Target UAVs Determination

Query Request Distribution

Sensory Data Search

Query Result Aggregation 

Query Result Summary 

Query Task Finish

Query Request Distribution Processing

Query Result Aggregation Processing

Figure 2: The spatial-temporal range aggregation query processing architecture.

4.2. Target UAVs Determination
Most of the existing researches [12] on spatial-temporal

range aggregation query processing focus on static WSNs. In
static WSNs, since the positions of nodes are fixed and usually
do not change, it is very easy to determine target nodes that
store and carry the qualified data, that is, nodes in the target
query region.
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However, in UAV networks, due to the high mobility of nodes
and high dynamic of topology, when the ground station sends
out the spatial-temporal range aggregation query request, the
qualified target UAVs may have left the target query region. For
instance, as shown in Fig. 3, UAVs fly in the mission coverage
region and collect sensory data, ut j

i represents the position of ui

at t j. At t2, the ground station g0 requests to query the maximum
temperature in the target region r1 between t1 and t2, denoted as
Q1 = Request([t1, t2], r1,T EMP,MAX). We can find that at t2,
UAV u3 and u5 have left the target query region r1 due to the
flight movement. In this case, if we collect and aggregate data
in the same way as static WSNs, the stored data in u3 and u5
will be missed.

Figure 3: The UAV network status.

Another feasible method is to use flooding to distribute the
spatial-temporal range aggregation query request to all nodes
in the network without distinguishing whether they store the
query data or not[38]. This approach ensures the accuracy and
correctness of the query, however, it consumes a huge amount
of energy and bandwidth resources, which are typically scarce
in UAV networks.

Therefore, in order to make up for these shortcomings, in
this paper, we utilize the pre-planned trajectory information of
UAVs to assist in determining target UAVs. First, the time pe-
riod of the query T is abstracted into n discrete time points,
denoted as T =< t1, . . . , t j, t j+1, . . . , tn >. Then, since the tra-
jectory of each UAV is pre-planned, for each UAV ui, we can
calculate its position at t j, denoted as ut j

i = (xi j, yi j), 1 ≤ j ≤ n.
Based on the obtained n position points, the trajectory of UAV
ui in the time period T can be approximately divided into n − 1
line segments, denoted as FTi =< a1, . . . , a j, . . . , an−1 >, where
a j = (ut j

i , u
t j+1

i ). For UAV ui, if there is a line segment a j that
interacts with the target query region R, ui is considered as a tar-
get UAV. Finally, we will obtain the set of target UAVs, denoted
as Utarget.

4.3. Query Requests Distribution
After obtaining target UAVs, the ground station needs to dis-

tribute query requests to target UAVs. However, due to the
unique characteristics of UAV networks, e.g., high mobility
and intermittent connectivity, traditional routing protocols for

well-connected networks, such as Ad hoc On-Demand Distance
Vector (AODV) based [39] or Optimized Link State Routing
(OLSR) based [40] routing protocols, are not suitable for dy-
namic UAV networks. Therefore, in order to successfully dis-
tribute query requests to each target UAV, in this paper, multi-
hop routing protocols for UAV networks [25, 27, 31] are uti-
lized. Especially, multicast routing protocols, whose target is to
deliver messages from the source to a group of destinations, are
well suited for query requests distribution, and there is a consid-
erable research effort for the development of multicast routing
protocols for UAV networks [3, 25, 35].

Based on the above method, the ground station can efficiently
distribute the query requests to target UAVs. In addition, it is
worth noting that no matter what routing protocol is used, there
is no guarantee that the query requests reach target UAVs and
target UAVs send out the query results at the same time, which
makes the assumption of synchronous transmission in most ex-
isting methods [7, 12, 23] untenable and unrealistic. However,
our query result aggregation scheme (see in Section 4.4) does
not rely on this assumption and can cope well with the asyn-
chrony of the transmissions.

4.4. Query Results Aggregation

4.4.1. Basic idea
In the spatial-temporal range aggregation query processing,

the ground station needs to receive query results from multiple
target UAVs, and the query task becomes successful only when
all query results are delivered to the ground station. There-
fore, the user query delay is the time when all query results ar-
rive at the ground station. Meanwhile, for the spatial-temporal
range aggregation query task, query results from different target
UAVs can be aggregated at the intermediate nodes of the net-
work during the transmission process. For example, in Fig. 1,
u5 can aggregate the query results from u1 and u2, then deliver
the aggregated result to g0.

Based on the above observations and analyses, the main idea
of this paper is to aggregate query results as soon as possible
on the basis of ensuring the user query delay, thereby reducing
data communication and energy consumption in the network.
As depicted in Fig. 1, u1, u2 and u3 are target UAVs and need to
send query results back to the ground station. For convenience,
in this paper, we assume that the duration to transmit a query
result from one node to its neighbor node is 0.1s, denoted as
ttrans = 0.1s, and the corresponding energy consumption is Em

due to the same packet size. Their transmission paths with the
earliest delivery time to the ground station are

1. pa1 : u1
[0,2]
−−−→ u4

[3,6]
−−−→ u8

[4,9]
−−−→ g0. The earliest delivery

time of the query result of u1 is 4.1s, and the corresponding
energy consumption is 3Em.

2. pa2 : u2
[1,5]
−−−→ u5

[0,4]
−−−→ u1

[0,2]
−−−→ u4

[3,6]
−−−→ u8

[4,9]
−−−→ g0. The

earliest delivery time of the query result of u2 is 4.1s, and
the corresponding energy consumption is 5Em.

3. pa3 : u3
[2,6]
−−−→ u7

[5,9]
−−−→ u10

[6,9]
−−−→ g0. The earliest delivery

time of the query result of u3 is 6.1s, and the corresponding
energy consumption is 3Em.
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If each query result is delivered along its shortest path, the
total energy consumption is 3Em + 5Em + 3Em = 11Em. Mean-
while, if we take in-network aggregation into consideration, the
query results of u1 and u2 can be aggregated at UAV u4. As
shown in Fig. 4(a), UAV u4 will receive query results from u1
and u2 at 0.1s and 1.3s, u4 can aggregate them and then forward
the aggregated result to u8 at 3s. In this case, the total energy
consumption becomes 3Em + 1Em + 2Em + 3Em = 9Em.

However, the above schemes are not efficient enough. Since
the earliest delivery time of the last arrival packet (i.e., the query
result of u3) is 6.1s, we take 6.1s as the delay constraint of all
query results in order to ensure the user query delay. Then,
we aggregate query results of all target UAVs in the network as
soon as possible, so we can obtain a better transmission scheme,
as shown in Fig. 4(b). The query results of u1 and u2 will
be aggregated at u5 and then the aggregated result will be for-
warded to g0. The total energy consumption of this scheme is
1Em+1Em+2Em+3Em = 7Em. In this case, the user query delay
is the same as the above two schemes (i.e., 6.1s), meanwhile,
the energy consumption is further reduced.

g0

u9

u6u5

u10u8

u4 u7

u2 u3u1

[6
,1

2
]

g0

u9

u6u5

u10u8

u4 u7

u2 u3u1

[6
,1

2
]

(a) (b)

Aggregation UAVui Aggregation UAVui Target UAVui Target UAVuiUAVui UAVui

Path of u2 Path of u2 Path of u1 Path of u1 Path of u3 Path of u3 Aggregated path of UAVsAggregated path of UAVs

Aggregation UAVui Target UAVuiUAVui

Path of u2 Path of u1 Path of u3 Aggregated path of UAVs

Figure 4: The basic idea of ESTA.

4.4.2. Determine the user query delay
The main idea of this paper is to aggregate query results as

soon as possible on the basis of ensuring the user query delay,
thereby reducing data communication and energy consumption
in the network. Therefore, we need to study and determine the
user query delay first.

In the aggregation query processing, the query task becomes
successful only when all query results return to the ground
station, that is, the time when the last query result delivered
to the ground station is the user query delay. We assume
that there are a total of k target UAVs, denoted as Utarget =

{u1, u2, . . . , ui, . . . , uk}. Without loss of generality, we take the
minimum delay required for a query task as the user query de-
lay. In other words, for the query result of each target UAV ui,
its earliest delivery time sent back to the ground station is ti, so
the user query delay is

td = max{t1, t2, . . . , ti, . . . , tk} (1)

Therefore, in order to obtain the user query delay, we need
to calculate the earliest delivery time for each query result.

In this paper, based on the constructed TCG, the problem of
the earliest delivery time can be transformed into the shortest
path problem. However, it is worth noting that, different from
edges in traditional topology graph in static networks, edges
in TCG have lifetime, which makes the shortest path prob-
lem unique and complex in UAV networks. Specifically, for
ei j =< ui, u j, t

i j
begin, t

i j
end > and e jk =< u j, uk, t

jk
begin, t

jk
end >, when

u j receives m from ui at ti j
rx, and t jk

begin + ttrans ≤ t jk
end, where ttrans

is the duration to transmit a query result m from u j to uk, there
will be three cases:

• If ti j
rx < t jk

begin, the communication e jk between u j and uk

has not started yet, u j has to store and carry m until t jk
begin,

and then u j can forward m to uk through e jk.

• If t jk
begin ≤ ti j

rx ≤ t jk
end − ttrans, u j can immediately forward m

to uk through e jk.

• If ti j
rx > t jk

end − ttrans, the communication e jk between u j and
uk is not enough to transmit m (i.e., t jk

end− ttrans < ti j
rx ≤ t jk

end)
or even has finished (i.e., ti j

rx > t jk
end), u j can not forward m

to uk through e jk.

In brief, the query result m can be forwarded from u j to uk

through e jk if and only if

max{ti j
rx, t

jk
begin} + ttrans ≤ t jk

end (2)

Based on the above observations and analyses, in this sec-
tion, we propose the Shortest Path Algorithm (SPA) for TCG.
For each target UAV us in Utarget, we use A to denote the set of
nodes that have found the shortest path which have the earliest
delivery time from the source node (i.e., us) to themselves, and
B to represent the set of nodes that have not yet found the short-
est path, namely B = V − A. Meanwhile, ts

gen is the time when
the query result of us is generated, and T (us, ui) and H(us, ui)
are the earliest delivery time and required hop count along the
shortest path from us to ui, where ui ∈ V . To start with, set
A = ∅ and B = V . Besides, T (us, us) = ts

gen,H(us, us) = 0 and
T (us, u) = ∞,H(us, u) = ∞, u ∈ V − {us}. The algorithm is
expressed as follows:

1. The node that has the earliest delivery time in set B, de-
noted as ui, is removed from this set and added into set A.

2. If ui is the ground station g0, return to Step 1; other-
wise, consider each node which is adjacent to ui and still
in set B, denoted as u j ∈ U i

neighbor − A. If ui can for-
ward the query result of us to u j through the edge ei j

(i.e., max{T (us, ui), t
i j
begin}+ ttrans ≤ ti j

end), we judge whether

max{T (us, ui), t
i j
begin} + ttrans is smaller than T (us, u j), and

if so, we update T (us, u j) as max{T (us, ui), t
i j
begin} + ttrans.

Meanwhile, H(us, u j) is updated to H(us, ui) + 1. This
means through ui, the query result of us can be delivered
from us to u j earlier.

3. If B = ∅, the process is done, which means the shortest
paths, corresponding earliest delivery times and required
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hop counts from the target UAV us to each node in the
network are all found; otherwise, return to Step 1.

Algorithm 1 SPA: The Shortest Path Algorithm for TCG
Input:

Utarget,TCG
Output:

T (us, ui), prev(us, ui),H(us, ui), us ∈ Utarget, ui ∈ V
1: for each us ∈ Utarget do
2: A = ∅, B = V , T (us, us) = ts

gen, H(us, us) = 0
3: for each u ∈ V − us do
4: T (us, u) = ∞
5: prev(us, u) = null
6: H(us, u) = ∞
7: end for
8: while B , ∅ do
9: ui ⇐ arg min

u∈B
T (us, u)

10: A = A ∪ {ui}

11: B = B − {ui}

12: for each u j ∈ U i
neighbor − A do

13: Ti(us, u j) = max{T (us, ui), t
i j
begin} + ttrans

14: if Ti(us, u j) ≤ ti j
end && Ti(us, u j) < T (us, u j) then

15: T (us, u j) = Ti(us, u j)
16: prev(us, u j) = ui

17: H(us, u j) = H(us, ui) + 1
18: end if
19: end for
20: end while
21: end for

After describing the main stages of the shortest path algo-
rithm for TCG, we summarize it in Algorithm 1. If there is a
path that can successfully deliver the query result from the tar-
get UAV to the ground station, SPA can always find the short-
est one which has the earliest delivery time. Through SPA, we
can obtain the earliest delivery time for the query result of each
target UAV to the ground station, namely t1, t2, . . . , ti, . . . , tk.
Then, as mentioned above, we take the maximum value as the
user query delay, namely td = max{t1, t2, . . . , ti, . . . , tk}.

Taking Fig. 1 as an example, target UAVs are u1, u2, u3.
For convenience, in this paper, we assume that ttrans = 0.1s
and ts

gen = 0s, us ∈ Utarget. According to Algorithm 1, we
can calculate the earliest delivery time and required hop count
from each target UAV to all nodes in the network, as de-
picted in Table 1 and 2. The earliest delivery times from
u1, u2, u3 to g0 are 4.1s, 4.1s, 6.1s respectively, that is, t1 =
4.1s, t2 = 4.1s, t3 = 6.1s. Therefore, the user query delay is
td = max{4.1s, 4.1s, 6.1s} = 6.1s.

4.4.3. Minimum Forwarding Set and Set Cover Problem
After obtaining the user query delay (i.e., td), we use it as

the delay constraint of all query results, because the query task
becomes successful only when the last query result reaches the
ground station, and the early arrival of other query results is
meaningless. Moreover, on the basis of ensuring the user query

Table 1: The Earliest Delivery Time

u1 u2 u3 u4 u5 u6 u7 u8 u9 u10 g0

u1 0 1.1 6.2 0.1 0.1 6.1 7.2 3.1 5.1 7.1 4.1
u2 1.2 0 6.2 1.3 1.1 6.1 7.2 3.1 5.1 7.1 4.1
u3 ∞ 6.2 0 ∞ 6.3 6.1 2.1 6.4 6.2 5.1 6.1

Table 2: The Hop Count of The Shortest Path

u1 u2 u3 u4 u5 u6 u7 u8 u9 u10 g0

u1 0 2 4 1 1 3 5 2 2 4 3
u2 2 0 2 3 1 1 3 4 2 2 5
u3 ∞ 2 0 ∞ 3 1 1 4 2 2 3

delay (i.e., ensuring all query result packets can be delivered to
the ground station before td), aggregating query results in the
network can reduce data communication and energy consump-
tion without the sacrifice of the query delay.

Therefore, in order to enable the query results of different
target UAVs to be aggregated in the network as soon as possi-
ble, in this section, we first propose the concept of minimum
forwarding set for TCG.

Definition 4.1 (Minimum Forwarding Set). ui is a node in
TCG, and needs to receive the query results from U i

target before
ti
d, where U i

target is the subset of Utarget and ti
d is the delay con-

straint of query results of U i
target to ui. Moreover, U i

neighbor is the
set of neighbor nodes of ui, if there exists a set Ni ⊆ U i

neighbor,
such that

1. The query results of all target UAVs in U i
target can be deliv-

ered to ui through the nodes in Ni before ti
d;

2. If any element in Ni is removed, the query result of at least
one target UAV in U i

target can not be delivered to ui through
Ni before ti

d,

then Ni is called the minimum forwarding set of ui.

Thus, we formulate the aggregation processing of query re-
sults as the minimum forwarding set problem, namely recur-
sively finding the minimum forwarding set from the ground sta-
tion to all target UAVs. In order to solve the above problem, for
any u j which is a neighbor node of ui, we define the deliverable
target UAVs of u j as the subset of U i

target whose elements are
the target UAVs that can be delivered to ui through u j before ti

d,
denoted as U j

target ⊆ U i
target. Then, based on the shortest path

algorithm for TCG, for each neighbor node u j of ui, we can
further calculate the deliverable target UAVs of u j.

The process can be expressed as follows: First, for any
u j ∈ U i

neighbor, we can obtain the earliest delivery time from us ∈
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U i
target to u j (i.e., T (us, u j), us ∈ U i

target) according to the short-
est path algorithm. Then, since u j is the neighbor node of ui, the
edge between ui and u j is denoted as ei j =< ui, u j, t

i j
begin, t

i j
end >.

Therefore, for each us ∈ U i
target, if max{T (us, u j), t

i j
begin}+ttrans ≤

min{ti j
end, t

i
d}, the query result of us can be delivered to ui through

u j before ti
d and we add us into U j

target. Meanwhile, in order to
ensure that all query results of U j

target can be delivered to ui

through ei j before ti
d, all query results of U j

target should be deliv-
ered to u j before t j

d. In other words, t j
d is the delay constraint of

all query results from U j
target to u j, and t j

d = min{ti
d, t

i j
end} − ttrans.

Algorithm 2 summarizes this process in detail.
For example, in Fig. 1, UAV u1, u2, u3 are target UAVs of

g0 (i.e., U0
target = {u1, u2, u3}) and the delay constraint of g0

is 6.1s (i.e., t0
d = 6.1s), which means the query results of

all target UAVs need to be delivered to g0 before 6.1s. UAV
u8, u9, u10 are the neighbor nodes of g0. For UAV u8, the ad-
jacent edge is e80 =< u8, g0, 4s, 9s >, and according to Table
1, T (u1, u8) = 3.1s, T (u2, u8) = 3.1s, T (u3, u8) = 6.4s. Then
for target UAV u1, since max{3.1s, 4s} + 0.1s < min{9s, 6.1s},
the query result of u1 can be delivered to g0 through u8 be-
fore 6.1s. Similarly, the query result of u2 can be delivered
to g0 through u8 before 6.1s. However, for target UAV u3,
since max{6.4s, 4s} + 0.1s > min{9s, 6.1s}, the query result of
u3 can not be delivered to g0 through u8 before 6.1s. There-
fore, the deliverable target UAVs of u8 are u1, u2, denoted as
U8

target = {u1, u2}. Similarly, U9
target = {u1, u2} and U10

target = {u3}.
Meanwhile, t8

d = min{t0
d, t

80
end}−ttrans = min{6.1s, 9s}−0.1s = 6s.

Similarly, t9
d = 6s and t10

d = 6s.

Algorithm 2 DTU: The Deliverable Target UAVs algorithm
Input:

ui,U i
target, t

i
d,U

i
neighbor,TCG

Output:
U j

target, t
j
d, u j ∈ U i

neighbor

1: for each u j ∈ U i
neighbor do

2: U j
target = ∅

3: for each us ∈ U i
target do

4: if max{T (us, u j), t
i j
begin} + ttrans ≤ min{ti j

end, t
i
d} then

5: U j
target = U j

target ∪ {us}

6: end if
7: end for
8: t j

d = min{ti
d, t

i j
end} − ttrans

9: end for

After obtaining the deliverable target UAVs of each neighbor
nodes of ui (i.e., U j

target, u j ∈ U i
neighbor), the above minimum for-

warding set problem can be transformed into a set cover prob-
lem.

Definition 4.2 (Set Cover Problem). ui is a node in TCG and
its deliverable target UAVs are U i

target. The neighbor nodes of ui

are U i
neighbor = {u1, u2, . . . , u j}, and their corresponding deliv-

erable target UAVs are U = {U1
target,U

2
target, . . . ,U

j
target}. More-

over,
⋃ j

k=1 Uk
target = U i

target. The set cover problem is to identify
the smallest subset of U whose union equals U i

target.

As we all know, the optimization version of set cover is NP-
hard [41] and there are considerable efforts to solve this prob-
lem [42]. For convenience, in this paper, we use the greedy al-
gorithm to solve the above set cover problem. The main idea is
to choose the set that contains the largest number of uncovered
elements at each stage. When there are multiple largest subsets,
we choose the one with the smallest maximum hop count from
their respective deliverable target UAVs to themselves. More-
over, in each round, we remove the covered elements from the
unselected subsets to ensure that each element appears in only
one of the smallest subsets in the end. This is because the query
result of each target UAV only need to be aggregated at most
once. The repeated appearance of elements will cause the query
results of target UAVs to be aggregated and delivered multiple
times, which will lead to unnecessary consumption of energy
and bandwidth resources. Algorithm 3 summarizes this process
in detail.

For instance, U0
target = {u1, u2, u3} = U and UAV u8, u9, u10

are neighbor nodes of g0 where U8
target = {u1, u2}, U9

target =

{u1, u2}, U10
target = {u3}. First, N0 = ∅, since |U8

target | = |U
9
target | >

|U10
target |, and according to Table 2, max{H(u1, u8),H(u2, u8)} =

max{2, 4} = 4, max{H(u1, u9),H(u2, u9)} = max{2, 2} = 2 <
4, we choose U9

target and add it into the smallest subset, N0 =

{U9
target = {u1, u2}}. Then, we delete the corresponding covered

elements from U, U8
target and U10

target, namely U = U −U9
target =

{u3}, U8
target = U8

target−U9
target = ∅ and U10

target = U10
target−U9

target =

{u3}. Next, since |U10
target | > |U

8
target |, we choose U10

target and add it
into the smallest subset, N0 = {U9

target = {u1, u2},U10
target = {u3}}.

Meanwhile, U = U−U10
target = ∅ and U8

target = U8
target−U10

target =

∅. Since U = ∅, the process is done and the smallest subset of
U0

target is {U9
target = {u1, u2},U10

target = {u3}}.

Algorithm 3 MSC: Minimum Set Cover algorithm
Input:

ui,U i
target,U

i
neighbor,DTU

Output:
Ni

1: U = U i
target

2: Ni = ∅

3: while U , ∅ do
4: for each u j ∈ U i

neighbor do
5: M ⇐ arg max

u j∈U i
neighbor

|U j
target |

6: uk ⇐ arg min
ul∈M

max{H(us, ul), us ∈ U l
target}

7: U = U − Uk
target

8: Ni = Ni ∪ {Uk
target}

9: for each ur ∈ U i
neighbor − {uk} do

10: Ur
target = Ur

target − Uk
target

11: end for
12: end for
13: end while
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4.4.4. Build the spatial-temporal aggregation tree
To ensure query results to be aggregated within the network

as soon as possible, we propose the concept of minimum for-
warding set and transform it into a set cover problem. In addi-
tion, the aggregation processing of query results can be trans-
formed into recursively finding the minimum forwarding set
from the ground station g0 to all target UAVs Utarget, thus con-
structing a Spatial-Temporal Aggregation Tree (STAT). In this
section, we describe the construction procedure of the spatial-
temporal aggregation tree. We use a queue Q to assist the inser-
tion of nodes in STAT. Meanwhile, we use a set F to keep track
of the nodes that have been added into STAT. The algorithm is
expressed as follows:

1. Add the ground station g0 into Q and insert g0 into STAT
as the root node. Meanwhile, we initialize set F = {g0}.

2. Take the first element in the queue Q, denoted as ui, and
obtain its neighbor nodes U i

neighbor. Note that U i
neighbor does

not contain elements in set F, that is, nodes that have been
added into STAT will not be considered as neighbor nodes
of any UAV.

3. For each neighbor node of ui, denoted as u j, if u j ∈ U i
target,

add u j into STAT as the child node of ui and add it into
set F. Meanwhile, we delete u j from U i

target and U i
neighbor.

This means the aggregation path from the target UAV u j

to the ground station g0 is found.
4. Calculate the deliverable target UAVs of each u j ∈

U i
neighbor, and then find the minimum forwarding set of ui,

that is, the minimum subset of U i
target, denoted as Ni.

5. For each uk whose Uk
target ∈ Ni, add uk into the queue Q

and insert it into STAT as a child node of ui. Meanwhile,
add uk into set F, which means uk has been added into
STAT.

6. If the queue Q is empty or all target UAVs have been added
into STAT (i.e., Utarget ⊆ F), the construction process of
STAT is done, which means the aggregation paths of all
target UAVs have been found; otherwise, go to Step 2.

After describing the main stages of the construction of the
spatial-temporal aggregation tree, we summarize it in Algo-
rithm 4.

In Fig. 5, we build a spatial-temporal aggregation tree for the
example in Fig. 1 to illustrate the construction process. First,
g0 is added into Q and inserted into STAT as the root node.
F = {g0}. We take out g0 from Q, as mentioned above, since
Utarget = {u1, u2, u3} and the minimum forwarding set of g0 is
N0 = {U9

target = {u1, u2},U10
target = {u3}}. We add u9 and u10 into

Q and insert them into STAT as the child nodes of g0. Mean-
while, F = {g0, u9, u10}.

Then, as shown in Fig. 5(c), we take out u9 from Q. Since
g0 ∈ F, the neighbor nodes of u9 are u5 and u6. For UAV u5,
max{T (u1, u5), t59

begin} + ttrans = max{0.1s, 5s} + 0.1s = 5.1s,
max{T (u2, u5), t59

begin} + ttrans = max{1.1s, 5s} + 0.1s = 5.1s and
min{t59

end, t
9
d} = min{8s, 6s} = 6s. Since 5.1s < 6s, U5

target =

{u1, u2}. Similarly, for UAV u6, max{T (u1, u6), t69
begin} + ttrans =

max{6.1s, 6s} + 0.1s = 6.2s, max{T (u2, u6), t69
begin} + ttrans =

Algorithm 4 STA-Tree
Input:

g0, Utarget, td,TCG
Output:

S T AT
1: Q.push(g0)
2: S T A.add(g0, null)
3: F = {g0}

4: while !Q.isEmpty() & Utarget 1 F do
5: ui ⇐ Q.poll()
6: U i

neighbor = U i
neighbor − F

7: for each u j ∈ U i
neighbor do

8: if u j ∈ U i
target then

9: S T A.add(u j, ui)
10: F = F ∪ {u j}

11: U i
target = U i

target − {u j}

12: U i
neighbor = U i

neighbor − {u j}

13: end if
14: end for
15: Ni ⇐ MS C(ui,U i

target,U
i
neighbor,DTU(ui,U i

target,

ti
d,U

i
neighbor,TCG))

16: for each uk,Uk
target ∈ Ni do

17: Q.push(uk)
18: S T A.add(uk, ui)
19: F = F ∪ {uk}

20: end for
21: end while

max{6.1s, 6s} + 0.1s = 6.2s and min{t69
end, t

9
d} = min{10s, 6s} =

6s. Since 6.2s > 6s, U6
target = ∅. Therefore, the minimum for-

warding set of u9 is N9 = {U5
target = {u1, u2}}. We add u5 into

STAT as the child node of u9 and add it into Q. Meanwhile,
F = {g0, u9, u10, u5}.

Next, as Fig. 5(d) shows, we take out u10 from Q.
The neighbor nodes of u10 are u6 and u7. For UAV u6,
max{T (u3, u6), t610

begin} + ttrans = max{6.1s, 7s} + 0.1s = 7.1s and
min{t610

end , t
10
d } = min{8s, 6s} = 6s. Since 7.1s > 6s, U6

target = ∅.
For UAV u7, max{T (u3, u7), t710

begin} + ttrans = max{2.1s, 5s} +
0.1s = 5.1s and min{t710

end , t
10
d } = min{9s, 6s} = 6s. Since

5.1s < 6s, U7
target = {u3}. Therefore, the minimum forward-

ing set of u10 is N10 = {U7
target = {u3}}. We add u7 into

STAT as the child node of u10 and add it into Q. Meanwhile,
F = {g0, u9, u10, u5, u7}.

Then, as depicted in Fig. 5(e), we take out u5 from Q. The
neighbor nodes of u5 are u1, u2 and u8. Since u1 and u2 are both
target UAVs, we directly insert them into STAT as the child
nodes of u5. Meanwhile, we update U5

target = U5
target−{u1, u2} =

∅ and F = {g0, u9, u10, u5, u7, u1, u2}. Finally, we take out u7
from Q. Since u3 is the neighbor nodes of u7, we insert it as
the child node of u7. Meanwhile, we update U7

target = U7
target −

{u3} = ∅ and F = {g0, u9, u10, u5, u7, u1, u2, u3}. Since Utarget ⊆

F, the construction procedure of STAT is done.
Based on the constructed spatial-temporal aggregation tree,

we can obtain the aggregated routing paths of all target UAVs.

9



(d)

u5 u7

g0

u9 u10

u5 u7

g0

u9 u10

u5 u7

(d)

u5 u7

g0

u9 u10

u5 u7

u10 u5

g0

u9 u10

u5

g0

u9 u10

u5

(c)

u10 u5

g0

u9 u10

u5

(c)

g0

u9 u10

u5 u7

u1 u2

g0

u9 u10

u5 u7

u1 u2

u7

(e)

g0

u9 u10

u5 u7

u1 u2

u7

(e)

g0

u9 u10

u5 u7

u1 u2 u3

g0

u9 u10

u5 u7

u1 u2 u3

(f)

g0

u9 u10

u5 u7

u1 u2 u3

(f)

g0

u9 u10

u9 u10

(b)

g0

u9 u10

u9 u10

(b)

g0

g0

g0

g0

(a)

g0

g0

(a)

Q: 

STAT:

Q: 

STAT:

Q: 

STAT:

Q: 

STAT:

Figure 5: The construction procedure of the spatial-temporal aggregation tree.

In STAT, the root node is the ground station, and except for
the leaf nodes, each node will aggregate query results of all its
child nodes, and then forward the aggregated result to its parent
node. For example, as shown in Fig. 5(f), u1 and u2 send their
respective query results to u5, then u5 aggregates these query
results and forwards the aggregated result to u9, and finally u9
delivers it to g0.

4.4.5. Generalized Scenario Expansion
In the previous section, we take the minimum delay required

to complete the query task (i.e., the earliest delivery time of the
last arrival packet) as the user query delay. As shown in the
above example, td = max{t1, t2, t3} = max{4.1s, 4.1s, 6.1s} =
6.1s. However, in many practical application scenarios, the re-
quirement of the user query delay is not so tight, that is, the
query delay constraint given by the user is typically greater than
the minimum delay required for a query task. Therefore, in or-
der to extend to more general scenarios, in this section, we in-
troduce the slack variable ζ ≥ 0 to relax the user query delay,
namely

tnd = td + ζ (3)

For example, let ζ = 1s, then tnd = 6.1s + 1s = 7.1s. Ac-
cording to Table 1, at this time, U8

target = {u1, u2, u3}, U9
target =

{u1, u2, u3} and U10
target = {u3}. Since |U8

target | = |U
9
target | = 3,

and max{H(u1, u8),H(u2, u8),H(u3, u8)} = max{2, 4, 4} = 4,
max{H(u1, u9),H(u2, u9),H(u3, u9)} = max{2, 2, 2} = 2, the
minimum forwarding set of g0 is N0 = {U9

target = {u1, u2, u3}}.
Similarly, according to Algorithm 4, we can obtain the final
spatial-temporal aggregation tree, as shown in Fig. 6(a), and
the corresponding transmission scheme is shown in Fig. 6(b).
The query results of u1 and u2 will be aggregated at u5 first, and
then further aggregated at u9 with the query result of u3. Fi-
nally, the aggregated query result will be delivered to g0. The
total energy consumption is 6Em, which is further reduced. By
introducing the slack variable, we demonstrate that ESTA can
work well with generalized scenarios.
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u5 u6

u1 u2 u3

(a)
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u10u8
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Figure 6: The generalized scenario expansion when tnd = 7.1s. (a) The spatial-
temporal aggregation tree. (b) The corresponding transmission scheme.

5. Performance Evaluation

In this section, we provide a comprehensive experimental de-
sign and performance analysis of ESTA on the Opportunistic
Network Environment (ONE) simulator [16].

5.1. Simulation Setup and Scenarios

Referring to the simulation scenarios in [3, 31, 37], we de-
sign a simulation scenario inspired by the forest monitoring
missions. One stationary ground station is placed together with
21 search UAVs and 4 ferry UAVs. Each search UAV is re-
sponsible for a 200m × 200m region and uses a typical zigzag
movement pattern to efficiently cover the region, and each ferry
UAV flies forth and back along the specified trajectory to as-
sist search UAVs with message delivery. Note that the trajecto-
ries of all UAVs are pre-planned. Moreover, we use the energy
model proposed in [43]. The experimental screenshot is shown
in Fig. 7 and Table 3 summarizes the detailed experimental
parameters.

Figure 7: An experimental screenshot of the ONE.
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Table 3: Simulation Settings

Parameter Default value

Simulation Area (m2) 1200 × 1300
Simulation Time (s) 1000

Number of UAVs 25
Mobility Model MapRouteMovement

UAV Speed (m/s) 10
Communication Range (m) 200

Query Result Packet Size (KB) 10
Link Throughput (KB/s) 125
Query Time Period (s) 30

Query Region Ratio 10%
Query Number 1000

In this paper, we use the following metrics to evaluate the
performance of the spatial-temporal range aggregation query
algorithms.

• Query delay. The query delay represents the time it takes
to complete a query task, that is, the time for all query
results to be successfully delivered to the ground station.

• Query Energy consumption. The query energy consump-
tion is the energy consumed by all query result packets to
be successfully delivered to the ground station in a query
task.

In addition, as far as we know, we are the first to research
spatial-temporal range aggregation query processing in UAV
networks. Therefore, we propose a Baseline Spatial-Temporal
range Aggregation query processing (BSTA) algorithm and
then compare it with ESTA. The BSTA consists of two main
stages:

1. According to the constructed TCG and proposed SPA, we
can obtain the shortest paths for query results of all tar-
get UAVs. Then, each target UAV delivers its query result
along the shortest path to the ground station.

2. In the process of query result delivery, if a UAV stores
and carries the query results of multiple target UAVs at the
same time, it will aggregate these query results. Then the
aggregated result will be forwarded to the ground station
along the remaining shortest path.

For example, as shown in Fig. 1, target UAVs are u1, u2, u3,
and as mentioned above, the corresponding shortest paths are
pa1, pa2, pa3. According to the shortest paths, as shown in Fig.
4(a), UAV u4 will receive the query results of u1 and u2 at 0.1s
and 1.3s. Then, u4 will store and carry them until 3s, and for-
ward them to u8 at 3s. Therefore, u4 aggregates the query re-
sults of u1 and u2, and then forwards the aggregated result to u8
at 3s. Through the way of piggybacking in-network aggrega-
tion, BSTA reduces energy and bandwidth consumption with-
out sacrificing the query delay.
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Figure 8: The impact of the query region ratio. (a) Average query delay. (b)
Average query energy consumption.

5.2. The Impact of Different Variables
5.2.1. Impact of the query region ratio

As Fig. 8(a) shows, as the query region ratio increases, the
query delay increases. This is because the query delay is the
time it takes for all query results to be delivered to the ground
station, which is essentially determined by the arrival time of
the last query result reaching the ground station. When the
query region ratio becomes larger, the expectation of the de-
livery delay of each query result remains unchanged, but the
variance becomes larger, resulting in a larger query delay. On
the other hand, it is obvious that the query delays of ESTA and
BSTA are the same. In BSTA, the query result of each target
UAV is delivered along its own shortest path, while in ESTA,
the earliest delivery time of the last arrival query result is the
delay constraint, so the delivery delays of the two algorithms
are the same.

Furthermore, with the increase of the query region, the query
energy consumption of both BSTA and ESTA increases, how-
ever, the increase rate of ESTA is much smaller than that of
BSTA, which means that ESTA can save more energy than
BSTA with the increase of the query region. As depicted in
Fig. 8(b), when the query region ratio becomes 34%, the query
energy consumption of ESTA is 26.2% of that of BSTA. This
is because by constructing a spatio-temporal aggregation tree,
ESTA makes an overall plan for the query results of all target
UAVs and performs in-network aggregation as early as possi-
ble, which can effectively reduce the query energy consump-
tion.

5.2.2. Impact of the query time period
As shown in Fig. 9(a), with the increase of the query time

period, the average query delay of both ESTA and BSTA shows
an overall upward trend. The reason is that the larger the query
time period, the more target UAVs which store and carry the
qualified data. Therefore, the increase of the query time pe-
riod leads to the increase of the query delay, which is similar
to the impact of the query region. However, the trajectories of
UAVs are pre-planned, and UAVs cover the mission coverage
region in an efficient pattern, rather than flying in a disorder
way. Therefore, with the increase of the query time period, the
number of target UAVs that satisfy the spatial-temporal con-
straint tends to be stable, and the query delay also tends to be
stable.
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Figure 9: The impact of the query time period. (a) Average query delay. (b)
Average query energy consumption.
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Figure 10: The impact of the query number. (a) Average query delay. (b)
Average query energy consumption.

Moreover, the query energy consumptions of both ESTA and
BSTA increase with the query time period due to more query
results which need to be delivered to the ground station. ESTA
can efficiently reduce the energy consumption on the basis of
ensuring query delay through the in-network aggregation, es-
pecially when the query time period is long. When the query
time period is 90s, the query energy consumption of ESTA is
only 37.2% of that of BSTA.

5.2.3. Impact of the query number
In this experiment, different numbers of query tasks are sent

out at a constant speed within 500 seconds. As depicted in Fig.
10(a), the query delays of both ESTA and BSTA do not fluctu-
ate significantly with the query number. This is because both
ESTA and BSTA use pre-planned trajectory information to cal-
culate routing paths in advance, so they can adapt to various
UAV network environments.

At the same time, we can find that ESTA can effectively re-
duce the query energy consumption through in-network aggre-
gation. As Fig. 10(b) shows, the query energy consumption
of ESTA is stable at 45.2% of that of BSTA, demonstrating the
efficiency and superiority of ESTA.

5.2.4. Impact of the UAV speed
As shown in Fig. 11(a), the average query delay of both

ESTA and BSTA generally decreases as the UAV speed in-
creases. The reason is that as the UAV speed increases, there
are more communication opportunities between UAVs, and less
storage-and-carry time required by UAVs, so that UAVs can de-
liver query results to the ground station with less delivery delay.
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Figure 11: The impact of the UAV speed. (a) Average query delay. (b) Average
query energy consumption.
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Figure 12: The impact of the communication range. (a) Average query delay.
(b) Average query energy consumption.

As shown in Fig. 11(b), the average query energy con-
sumptions of both ESTA and BSTA increase slowly as the
UAV speed increases. This is because under the same spatial-
temporal constraint, due to the increase of the UAV speed, the
number of target UAVs increases, resulting in an increase of the
query energy consumption.

Meanwhile, it is worth noting that the average query energy
consumption of ESTA is only 39.8% of that of BSTA. This is
because ESTA further performs in-network aggregation on the
basis of BSTA, thereby further reducing the query energy con-
sumption.

5.2.5. Impact of the communication range
In this experiment, we investigate the effect of the commu-

nication range, which determines the sparsity and connectivity
of the UAV network. As shown in Fig. 12(a), as the communi-
cation range increases, the query delay decreases rapidly. The
reason is that with the increase of the communication range,
both ESTA and BSTA can find the transmission paths which
have earlier delivery time for query results, thereby reducing
the query delay. Meanwhile, the query energy consumption of
ESTA is about 45% of that of BSTA. Furthermore, the better
the connectivity of the UAV network, the better the effect of the
in-network aggregation.

5.2.6. Impact of the slack variable
As shown in Fig. 13(a), with the increase of the slack vari-

able, the query delay of ESTA also increase gradually, because
the introduction of the slack variable makes ESTA relax the re-
quirement of the query delay constraint in order to further ag-
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Figure 13: The impact of the slack variable. (a) Average query delay. (b)
Average query energy consumption.

gregate query results within the network. Furthermore, in or-
der to more intuitively reflect the impact of the slack variable
on the query energy consumption, Fig. 14 shows the ratio of
the energy consumption of ESTA to that of BSTA. It can be
seen that with the increase of the slack variable, the ratio de-
creases, which indicates that the introduction of the slack vari-
able can better optimize the spatial-temporal aggregation tree,
so that ESTA can further reduce the energy consumption.
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Figure 14: The impact of the slack variable on the ratio of the energy consump-
tion of ESTA to that of BSTA.

6. Conclusion

In this paper, we study the spatial-temporal range aggrega-
tion query in UAV networks, and then propose an Efficient
Spatial-Temporal range Aggregation query processing (ESTA)
algorithm. First, ESTA utilizes the pre-planned trajectory infor-
mation to construct a topology change graph (TCG) in order to
reflect the communication windows between UAVs. Then, an
efficient shortest path algorithm is proposed based on which the
user query delay can be obtained. Next, ESTA transforms the
aggregation processing of query results into recursively solving
the set cover problem, thus constructing a spatial-temporal ag-
gregation tree (STAT). With the constructed STAT, an efficient
in-network aggregation routing path for query results without
the sacrifice of the user query delay can be found. Extensive ex-
perimental results show that compared with the baseline spatial-
temporal range aggregation query processing algorithm, ESTA

performs well in terms of the query delay and query energy
consumption.
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[13] E. Fitzgerald, M. Pióro, A. Tomaszwski, Energy-optimal data aggrega-
tion and dissemination for the internet of things, IEEE Internet of Things
Journal 5 (2) (2018) 955–969.

[14] I. S. Amiri, J. Prakash, M. Balasaraswathi, V. Sivasankaran, T. Sundarara-
jan, M. Hindia, V. Tilwari, K. Dimyati, O. Henry, Dabpr: a large-scale in-
ternet of things-based data aggregation back pressure routing for disaster
management, Wireless Networks 26 (4) (2020) 2353–2374.

[15] Q. Xia, Z. Xu, W. Liang, S. Yu, S. Guo, A. Y. Zomaya, Efficient data
placement and replication for qos-aware approximate query evaluation of
big data analytics, IEEE Transactions on Parallel and Distributed Systems
30 (12) (2019) 2677–2691.
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